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#### Abstract

For a plane polygonal domain $\Omega$ and a corresponding (general) triangulation we define classes of functions $p_{m}(x, y)$ which are polynomials on each triangle and which are in $C^{(m)}(\Omega)$ and also belong to the Sobolev space $W_{2}^{(m+1)}(\Omega)$. Approximation theoretic properties are proved concerning these functions. These results are then applied to the approximate solution of arbitrary-order elliptic boundary value problems by the Galerkin method. Estimates for the error are given. The case of second-order problems is discussed in conjunction with special choices of approximating polynomials.


1. Introduction. The classical Ritz and Galerkin method has several advantages over the finite-difference method. Nevertheless two things have prevented its more extensive use: 1 . The practical construction of the basic functions in more dimensions was possible only for some simple domains. 2. Even for these domains the procedures can be highly unstable.

The finite element method is nothing else than the Ritz or Galerkin method using special trial functions. The first idea goes back to Courant [9] who suggested triangulating the given domain and using functions which are linear on each triangle as trial functions for solving boundary value problems of the second order. This idea was rediscovered by the engineers and developed, originally as a concept of structural analysis, into a method called the finite element method (see Turner, Clough, Martin and Topp [15] and the references in Zienkiewicz [18]). Practical experience, the large amount of numerical results and the first theoretical results show that the finite element method removes the above mentioned shortcomings of the classical Ritz and Galerkin method.

One feature of the procedures described by the engineers consists in introducing higher degree polynomials for interpolation of the solution on the given element. Some procedures of this kind for triangular elements were proposed and justified by the second of the authors [19]. For fourth-order equations the trial functions used are polynomials of the fifth degree. ${ }^{1}$ The results and the method of [19] were generalized by Ženíšek [17]. He proposed to use polynomials of the degree $4 m+1$ introduced later in this paper ${ }^{2}$ and he justified the method for $m=2,3$ (the case $m=1$ being justified in [19]).

The method of this paper differs completely from the method of [19]. A lemma about linear functionals on $W_{p}^{(k)}$ by Bramble and Hilbert [7] allows us to get general results for any $m$. We prove a general interpolation theorem and apply it to $V$-elliptic

[^0]boundary value problems of arbitrary order. The seminorm used in this paper for the discretization error is more appropriate than that used in [19].
2. Interpolation Polynomials on Triangles. To define the interpolation polynomials introduced by Ženíšek [17] we denote by $P_{i}(j=1,2,3)$ the vertices of a triangle $T,{ }^{3}$ by $\left(x_{i}, y_{i}\right)$ the coordinates of $P_{i}$, by $P_{0}$ the center of gravity of $T$, by $l_{i}$ the sides of $T$, by $\nu_{i}$ the normals to $l_{i}$. We divide every side $l_{i}$ in $r+1$ equal parts ( $r=1,2, \cdots$ ) by the points $Q_{i}^{(\rho, r)}(j=1,2,3, \rho=1, \cdots, r)$.

Now a polynomial $p_{m}(x, y)$ in two variables of the degree $4 m+1(m=0,1, \cdots)$ has $(2 m+1)(4 m+3)$ coefficients. Hence we cannot prescribe more than $(2 m+1)$ $\cdot(4 m+3)$ conditions for such a polynomial. Let us prescribe the following values:

$$
\begin{array}{rl}
D^{i} p_{m}\left(P_{i}\right),^{4} & j=1,2,3, \quad|i| \leqq 2 m, \\
\frac{\partial^{r} p_{m}\left(Q_{i}^{(\rho, r)}\right)}{\partial \nu_{i}^{r}}, & j=1,2,3, \quad \rho=1, \cdots, r, \quad r=1, \cdots, m, \\
D^{i} p_{m}\left(P_{0}\right), & |i| \leqq m-2 . \tag{3}
\end{array}
$$

We must add that we leave out the values (2) and (3) if $m=0$ and $m=0,1$, respectively. Thus, $p_{0}(x, y)$ is a linear polynomial determined by the values of $u(x, y)$ at the vertices of $T$ and $p_{1}(x, y)$ is the polynomial introduced in [19, p. 404] and in the papers quoted in footnote 1.

The importance of the polynomials $p_{m}(x, y)$ follows from the property proved in [17] which we formulate in this way: Suppose the values of the form (1), (2), (3) determine uniquely a polynomial $p_{m}(x, y)$ of the degree not greater than $4 m+1$. Let $\Omega$ be a polygonal domain triangulated by triangles $\left\{T_{k}\right\}_{k=1}^{M}$ and let values of the form (1), (2), (3) be prescribed at every vertex of the triangulation, at every point $Q_{i}^{(\rho, r)}$ and at every center of gravity. Then the function $v(x, y)$ which on every $T_{k}$ is equal to a polynomial $p_{m}^{k}(x, y)$ defined in the way just described belongs to $C^{(m)}(\bar{\Omega})$. Later we shall construct trial functions for the Galerkin method by means of the polynomials $p_{m}(x, y)$. First, we must, of course, prove the existence and uniqueness of $p_{m}(x, y)$.

Theorem 1. There exists exactly one polynomial $p_{m}(x, y)$ of the degree not greater than $4 m+1$ assuming the values (1), (2), (3).

Proof. The assertion is trivial for $m=0$, hence we consider $m \geqq 1$. It is sufficient to prove that if

$$
\begin{array}{rlrl}
D^{i} p_{m}\left(P_{i}\right) & =0, & & j=1,2,3, \quad|i| \leqq 2 m, \\
\frac{\partial^{r} p_{m}\left(Q_{i}^{(\rho, r)}\right)}{\partial v_{i}^{r}} & =0, & j=1,2,3, \quad \rho=1, \cdots, r, \quad r=1, \cdots, m \\
D^{i} p_{m}\left(P_{0}\right) & =0, & & |i| \leqq m-2, \tag{6}
\end{array}
$$

and $p_{m}(x, y)$ is a polynomial of a degree not greater than $4 m+1$ then $p_{m}(x, y) \equiv 0$. (That is, the linearity of (1), (2) and (3) permits the uniqueness of their solution to imply existence of a solution.)

[^1]The derivatives $\partial^{r} p_{m} / \partial \nu_{i}^{r}(r=0, \cdots, m, j=1,2,3)$ are Hermite polynomials (see, for instance, [5]) in one variable on the corresponding sides of the triangle $T$ which, with respect to (4) and (5), assume homogeneous boundary values. Therefore they are identically equal to zero on the sides of $T$. Using the reasoning of the proof of Theorem 1 in [17] we find out that

$$
\begin{equation*}
\left.D^{i} p_{m}(x, y)\right|_{\delta T}=0, \quad|i| \leqq m . \tag{7}
\end{equation*}
$$

Now let us consider the transformation

$$
\begin{align*}
& x=x(\xi, \eta) \equiv x_{1}+\left(x_{2}-x_{1}\right) \xi+\left(x_{3}-x_{1}\right) \eta  \tag{8}\\
& y=y(\xi, \eta) \equiv y_{1}+\left(y_{2}-y_{1}\right) \xi+\left(y_{3}-y_{1}\right) \eta
\end{align*}
$$

and the polynomial $\tilde{p}_{m}(\xi, \eta)=p_{m}[x(\xi, \eta), y(\xi, \eta)]$. The equations (8) map $T$ onto the triangle $T_{1}$ with vertices $\tilde{P}_{1}(0,0), \widetilde{P}_{2}(1,0), \widetilde{P}_{3}(0,1)$. The points $Q_{i}^{(\rho, r)}$ are mapped on the points $\widetilde{Q}_{i}^{(\rho, r)}$ which again divide the new sides $\tilde{l}_{i}$ into $r+1$ equal parts and $P_{0}$ is mapped on the center of gravity $\tilde{P}_{0}\left(\frac{1}{3}, \frac{1}{3}\right)$ of the triangle $T_{1}$. From (7) and (6) it follows that

$$
\begin{align*}
\left.D^{i} \tilde{p}_{m}(\xi, \eta)\right|_{\delta T_{1}} & =0, & & |i| \leqq m  \tag{9}\\
D^{i} \tilde{p}\left(P_{0}\right) & =0, & & |i| \leqq m-2 \tag{10}
\end{align*}
$$

(if we use the symbol $D$ applied to functions of $\xi$ and $\eta$ we always mean a derivative with respect to $\xi$ and $\eta$; thus $D^{i} \tilde{p}_{m}(\xi, \eta)=\partial^{|i|} \tilde{p}_{m}(\xi, \eta) /\left(\partial \xi^{i_{1}} \partial \eta^{i_{2}}\right)$ ). A consequence of (9) is that $\partial^{r} \tilde{p}_{m}(\xi, 0) / \partial \eta^{r}=0$ for $0 \leqq \xi \leqq 1, r=0, \cdots, m$. Therefore $\tilde{p}_{m}(\xi, \eta)$ is divisible by $\eta^{m+1}$. Similarly, one can show that $\tilde{p}_{m}(\xi, \eta)$ is divisible by $\left(1-\xi-\eta_{1}\right)^{m+1}$ and by $\xi^{m+1}$. Hence, if $m=1$ it must be that $\tilde{p}_{1}(\xi, \eta) \equiv 0$, and consequently $p_{1}(x, y) \equiv 0$, and if $m \geqq 2$

$$
\tilde{p}_{m}(\xi, \eta)=[\xi \eta(1-\xi-\eta)]^{m+1} Q(\xi, \eta),
$$

where $Q(\xi, \eta)$ is a polynomial of the degree not greater than $m-2$. Now it is sufficient to use (10). Since $[\xi \eta(1-\xi-\eta)]_{\xi=\eta=1 / 3} \neq 0$ we get

$$
D^{i} Q\left(\tilde{P}_{0}\right)=0, \quad|i| \leqq m-2
$$

and since $Q(\xi, \eta)$ is a polynomial of the degree not greater than $m-2$ it follows that $Q(\xi, \eta) \equiv 0$, hence $\tilde{p}_{m}(\xi, \eta) \equiv 0$ and $p_{m}(x, y) \equiv 0$.

Next what we need is some estimate of the error arising when we approximate a function $u(x, y) \in C^{(2 m)}(\bar{T})$ by a polynomial $p_{m}(x, y)$. We will say that $p_{m}(x, y)$ is the interpolation polynomial corresponding to $u(x, y)$ if

$$
\begin{align*}
& D^{i} p_{m}\left(P_{i}\right)=D^{i} u\left(P_{i}\right), \quad j=1,2,3, \quad|i| \leqq 2 m  \tag{11}\\
& \partial^{r} p_{m}\left(Q_{i}^{(\rho, r)}\right) / \partial \nu_{i}^{r}=\partial^{r} u\left(Q_{i}^{(\rho, r)}\right) / \partial \nu_{i}^{r},  \tag{12}\\
& j=1,2,3, \quad \rho=1, \cdots, r, \quad r=1, \cdots, m \\
& D^{i} p_{m}\left(P_{0}\right)=D^{i} u\left(P_{0}\right), \quad|i| \leqq m-2 . \tag{13}
\end{align*}
$$

To get the estimate we make use of a lemma by Bramble and Hilbert [7]. First we introduce some notation. By $W_{2}^{(k)}(\Omega)$ we denote the Hilbert space of all functions which together with their generalized derivatives up to the $k$ th order belong to $L_{2}(\Omega)$.

The norm is given by

$$
\|u\|_{k, \Omega}^{2}=\sum_{i=1}^{k}|u|_{i, \Omega}^{2}, \quad \text { where } \quad|u|_{i, \Omega}^{2}=\sum_{|i|=j}\left\|D^{i} u\right\|_{L_{2}(\Omega)}^{2}
$$

Lemma. ${ }^{5}$ Let $\Omega$ be a bounded domain in $E_{N}$ with $\operatorname{diam}(\Omega)=1$. Assume that $\Omega$ satisfies the ordinary cone condition (see [1]). Let $F(u)$ be a bounded linear functional on $W_{2}^{(k)}(\Omega)$,

$$
|F(u)| \leqq C_{1}\|u\|_{k, \Omega}
$$

and let $F(q)=0$ for every polynomial $q$ of the degree less than $k$. Then there exists $a$ constant $C_{2}$ depending on the cone condition only such that

$$
\begin{equation*}
|F(u)| \leqq C_{1} C_{2}|u|_{k, \Omega} \tag{14}
\end{equation*}
$$

for all $u \in W_{2}^{(k)}(\Omega)$.
Theorem 2. Let $u(x, y) \in W_{2}^{(k)}(T)$ where $2 m+2 \leqq k \leqq 4 m+2$. Let $p_{m}(x, y)$ be the interpolation polynomial corresponding to $u(x, y)$. Then, for $0 \leqq n \leqq k$,

$$
\begin{equation*}
\| u-\left.p_{m}\right|_{n, T} \leqq \frac{K}{(\sin \alpha)^{m+n}} c^{k-n}|u|_{k, T}, \tag{15}
\end{equation*}
$$

where the constant $K$ does not depend on the triangle $T$ and the function $u$ and where $\alpha$ is the smallest angle and $c$ is the length of the greatest side of $T$.

Proof. We denote by $\alpha \leqq \beta \leqq \gamma$ the angles of the triangle $T$ and we choose the notation of the vertices such that $\alpha$ lies at $P_{1}, \beta$ at $P_{2}$ and $\gamma$ at $P_{3}$. The lengths of the sides are denoted by $a, b, c, a$ being the smallest and $c$ the greatest. As $a+b>c$ we have $b>\frac{1}{2} c$. The area of $T$ is equal to one half of $|J|$ where $J$ is the Jacobian of the transformation (8) so that

$$
|J|^{-1}=\frac{1}{b c \sin \alpha}<\frac{2}{c^{2} \sin \alpha}
$$

For the inverse transformation to (8) we easily find out that

$$
\begin{equation*}
\left|\frac{\partial \xi}{\partial x}\right|,\left|\frac{\partial \xi}{\partial y}\right|,\left|\frac{\partial \eta}{\partial x}\right|,\left|\frac{\partial \eta}{\partial y}\right| \leqq \frac{2}{c \sin \alpha} . \tag{16}
\end{equation*}
$$

Let us denote $w(x, y)=u(x, y)-p_{m}(x, y)$ and consider the function $w(\xi, \eta)=$ $w[x(\xi, \eta), y(\xi, \eta)]$. The derivatives $D^{i} \tilde{w}(\xi, \eta)$ are linear combinations of the derivatives $D^{i} w(x, y)$ and using (16) we easily obtain

$$
\begin{equation*}
\|w\|_{n, T} \leqq \frac{K_{1}}{(c \sin \alpha)^{n}}|J|^{1 / 2}\|\tilde{w}\|_{n, T_{1}} . \tag{17}
\end{equation*}
$$

Here $K_{1}$ is a constant which does not depend on $T$ and the functions considered (in the sequel we shall denote such constants by $K_{1}, K_{2}, \cdots$ ).

Now to get an estimate for $\|\tilde{w}\|_{n, T_{1}}$ we apply the Lemma. Let us consider the linear functional $F(\tilde{u})=\left(\tilde{u}-\tilde{p}_{m}, v\right)_{n, T_{1}}$ on $W_{2}^{(k)}\left(T_{1}\right)$ where $(\tilde{w}, v)_{n, T_{1}}$ means the scalar product in $W_{2}^{(n)}\left(T_{1}\right)$ and $v$ is an arbitrary function from $W_{2}^{(n)}\left(T_{1}\right)$. If $\tilde{u}(\xi, \eta)$ is a polynomial of the degree less than $k$ then $u(x, y)$ is also a polynomial of the degree less

[^2]than $k$. For $k \leqq 4 m+2$ it follows by Theorem 1 that $u(x, y)-p_{m}(x, y) \equiv 0$, hence $\tilde{u}(\xi, \eta)-\tilde{p}_{m}(\xi, \eta) \equiv 0$ and $F(\tilde{u})=0$. Further,
$$
|F(\tilde{u})| \leqq\|v\|_{n, T_{2}}\left\|\tilde{u}-\tilde{p}_{m}\right\|_{n, T_{1}} \leqq\|v\|_{n, T_{1}}\left\{\|\tilde{u}\|_{k, T_{1}}+\left\|\tilde{p}_{m}\right\|_{k, T_{1}}\right\}
$$

Assume we succeed in proving

$$
\begin{equation*}
\left\|\tilde{p}_{m}\right\|_{k, T_{1}} \leqq \frac{K_{2}}{(\sin \alpha)^{m}}\|\tilde{u}\|_{k, T_{1}} \tag{18}
\end{equation*}
$$

Then

$$
|F(\tilde{u})| \leqq \frac{K_{3}}{(\sin \alpha)^{m}}\|v\|_{n, T_{1}}\|\tilde{u}\|_{k, T_{1}}
$$

and applying the Lemma (actually in our case $\operatorname{diam}(\Omega)=\operatorname{diam}\left(T_{1}\right)=\sqrt{ } 2$; however obviously (14) is also true with $C_{2}$ being an absolute constant) we have

$$
|F(\tilde{u})| \leqq \frac{K_{4}}{(\sin \alpha)^{m}}\|v\|_{n, T_{1}}|\tilde{u}|_{k, T_{1}}
$$

Choosing $v=\tilde{u}-\tilde{p}_{m}$ we get

$$
\left.\left|\left|\tilde{u}-\tilde{p}_{m}\right|_{n, T_{1}} \leqq \frac{K_{4}}{(\sin \alpha)^{m}}\right| \tilde{u}\right|_{k, T_{1}}
$$

From (17) it follows

$$
\left\|u-p_{m}\right\|_{n, T} \leqq \frac{K_{5}}{(\sin \alpha)^{m+n}} c^{-n}|J|^{1 / 2}|\tilde{u}|_{k, T}
$$

and since

$$
|\tilde{u}|_{k, T_{1}} \leqq K_{6} c^{k}|J|^{-1 / 2}|u|_{k, T}
$$

the final result is the estimate (15).
To prove (18) we remark that the polynomial $\tilde{p}_{m}(\xi, \eta)$ is, according to Theorem 1 , uniquely determined by the values

$$
\begin{aligned}
D^{i} \tilde{p}_{m}\left(\tilde{P}_{i}\right), & j & =1,2,3, \quad|i| \leqq 2 m, \\
\partial^{r} \tilde{p}_{m}\left(\tilde{Q}_{i}^{(\rho, r)}\right) / \partial \tilde{v}_{i}^{r}, & j & =1,2,3, \quad \rho=1, \cdots, r, \quad r=1, \cdots, m, \\
D^{i}\left(\tilde{P}_{0}\right), & |i| & \leqq m-2 .
\end{aligned}
$$

If we order these values in some way and denote by $a_{i}\left(j=1, \cdots, N_{0}=(2 m+1)\right.$ $\cdot(4 m+3)$ ), it obviously holds that $\tilde{p}_{m}(\xi, \eta)=\sum_{j=1}^{N_{o}} a_{i} r_{j}(\xi, \eta)$, where $r_{j}(\xi, \eta)$ are polynomials such that from the above-mentioned $N_{0}$ values one of their values is equal to 1 and the others are zero. Hence, the polynomials $r_{i}(\xi, \eta)$ as well as their derivatives of an arbitrary order are bounded by absolute constants and it is sufficient to prove that

$$
\begin{equation*}
\left|a_{i}\right| \leqq \frac{K_{7}}{(\sin \alpha)^{m}}\|\tilde{u}\|_{k, T_{1}} \tag{19}
\end{equation*}
$$

Now from (11) and (13) it follows immediately

$$
\begin{array}{ll}
D^{i} \tilde{p}_{m}\left(\tilde{P}_{i}\right)=D^{i} \tilde{u}\left(\tilde{P}_{i}\right), & j=1,2,3, \quad|i| \leqq 2 m,  \tag{20}\\
D^{i} \tilde{p}_{m}\left(\tilde{P}_{0}\right)=D^{i} \tilde{u}\left(\tilde{P}_{0}\right), & |i| \leqq m-2,
\end{array}
$$

so that for these values we get (19) by means of the Sobolev lemma (actually, (19) is true even without the factor $\left.1 /(\sin \alpha)^{m}\right)$.

To prove (19) for the remaining values we first notice the following formula. Let the direction $l$ make an angle $\phi$ with the positive $\xi$-axis and let $\nu$ be the direction perpendicular to $l$. Let $\tau$ be a direction making an angle $\omega$ with the positive $\xi$-axis and let $\partial f(P) / \partial \tau=0$. Then

$$
\begin{equation*}
\partial f(P) / \partial \nu=-\sigma \partial f(P) / \partial l, \quad \sigma=\cot g(\omega-\phi) \tag{21}
\end{equation*}
$$

(the Eq. (21) follows from the formula $\partial f / \partial \tau=\cos (\omega-\phi) \partial f / \partial l+\sin (\omega-\phi) \partial f / \partial \nu)$. Further we notice that the condition (12) is just the condition

$$
\partial^{r} \tilde{p}_{m}\left(\tilde{Q}_{i}^{(\rho, r)}\right) / \partial \tau_{i}^{r}=\partial^{r} \tilde{u}\left(\tilde{Q}_{i}^{(\rho, r)}\right) / \partial \tau_{i}^{r}
$$

where $\tau_{j}(j=1,2,3)$ are certain directions which are easy to find. Apply now (21) to $f=\tilde{p}_{m}-\tilde{u}$ and to $l=l_{i}, \tau=\tau_{i}$. By elementary calculations, which we leave out, we get

$$
\begin{equation*}
\frac{\partial \tilde{p}_{m}\left(\widetilde{Q}_{i}^{(1,1)}\right)}{\partial \tilde{\nu}_{j}}=\frac{\partial \tilde{u}\left(\widetilde{Q}_{i}^{(1,1)}\right)}{\partial \tilde{\nu}_{j}}+\sigma_{i} \frac{\partial \tilde{u}\left(\widetilde{Q}_{i}^{(1,1)}\right)}{\partial \tilde{l}_{i}}-\sigma_{i} \frac{\partial \tilde{p}_{m}\left(\tilde{Q}_{i}^{(1,1)}\right)}{\partial \tilde{l}_{i}}, \tag{22}
\end{equation*}
$$

where

$$
\begin{gathered}
\left|\sigma_{1}\right|=\frac{\left|\left(x_{2}-x_{1}\right)\left(x_{3}-x_{1}\right)+\left(y_{2}-y_{1}\right)\left(y_{3}-y_{1}\right)\right|}{c^{2}}, \quad\left|\sigma_{2}\right|=\frac{c^{2}-b^{2}}{a^{2}} \\
\left|\sigma_{3}\right|=\frac{\left|\left(x_{2}-x_{1}\right)\left(x_{3}-x_{1}\right)+\left(y_{2}-y_{1}\right)\left(y_{3}-y_{1}\right)\right|}{b^{2}}
\end{gathered}
$$

$\sigma_{1}$ and $\sigma_{3}$ are bounded by absolute constants:

$$
\left|\sigma_{1}\right| \leqq b c / c^{2} \leqq 1, \quad\left|\sigma_{3}\right| \leqq b c / b^{2}<2
$$

whereas $\sigma_{2}$ is not bounded by an absolute constant. ${ }^{6}$ However,

$$
\left|\sigma_{2}\right|=(c-b)(c+b) / a^{2}<2 a c / a^{2} \leqq 2 / \sin \alpha
$$

Since $\tilde{p}_{m}$ is a Hermite interpolation polynomial in one variable on the sides of $T_{1}$ which is determined by the values (20) it follows from (22) by means of the Sobolev lemma that

$$
\left|\frac{\partial \tilde{p}_{m}\left(\tilde{Q}_{i}^{(1,1)}\right)}{\partial \tilde{\nu}_{i}}\right| \leqq \frac{K_{8}}{\sin \alpha}\|\tilde{u}\|_{k, T_{1}}
$$

In general, we get

$$
\left|\frac{\partial^{r} \tilde{p}_{m}\left(\tilde{Q}^{(\rho, r)}\right)}{\partial \tilde{\nu}_{i}^{r}}\right| \leqq \frac{K_{9}}{(\sin \alpha)^{r}}\|\tilde{u}\|_{k, T_{1}}, \quad r=1, \cdots, m
$$

if we proceed by induction and use the formula

$$
\frac{\partial^{r} f(P)}{\partial \nu^{r}}=-\sum_{i=1}^{r}\binom{r}{j} \sigma^{i} \frac{\partial^{r} f(P)}{\partial l^{i} \partial \nu^{r-i}}
$$

which holds if $\partial^{r} f(P) / \partial \tau^{r}=0$.
${ }^{0}$ There are triangles for which $\left(c^{2}-b^{2}\right) / a^{2} \geqq 1 / 2 \sin \alpha$.

Remark. In a similar way one can prove

$$
\max _{\bar{T}}\left|D^{i}\left(u-p_{m}\right)\right| \leqq \frac{K}{(\sin \alpha)^{m+|i|}}|J|^{-1 / 2} c^{k-|i|}|u|_{k, T}
$$

if

$$
2 m+2 \leqq k \leqq 4 m+2, \quad|i| \leqq k-2
$$

3. Application to $V$-Elliptic Boundary Value Problems. Let $\Omega$ be a bounded simply or multiply connected domain in $E_{2}$ with a boundary $\Gamma$ consisting of a finite number of polygons $\Gamma_{i}(j=0,1, \cdots, s) ; \Gamma_{1}, \cdots, \Gamma_{\varepsilon}$ lie inside of $\Gamma_{0}$ and do not intersect. This assumption enables one to triangulate $\Omega$. Let $V$ be a Hilbert space such that

$$
\dot{W}_{2}^{(n)}(\Omega) \subset V \subset W_{2}^{(n)}(\Omega)
$$

with the norm induced by $W_{2}^{(n)}(\Omega)$. Here, $\stackrel{\circ}{W}_{2}^{(n)}(\Omega)$ is the completion with respect to the norm $\|\cdot\|_{n}{ }^{7}$ of functions from $C^{(\infty)}(\Omega)$ with compact support in $\Omega$. Let $a(u, v)$ be a bilinear form continuous on $V \times V$ and $V$-elliptic, i.e., a mapping $(u, v) \rightarrow$ $a(u, v)$ from $V \times V$ into the field of complex numbers which is linear in $u$, antilinear in $v$ and satisfies the conditions of boundedness and coerciveness

$$
\begin{align*}
|a(u, v)| & \leqq M\|u\|_{n}\|v\|_{n}, \quad \forall u, v \in V, \quad M=\text { const }>0,  \tag{23}\\
\operatorname{Re} a(v, v) & \geqq \alpha\|v\|_{n}^{2}, \quad \forall v \in V, \quad \alpha=\text { const }>0 . \tag{24}
\end{align*}
$$

Finally, let $L(v)$ be an antilinear functional continuous on $V$. Under these conditions there exists just one $u \in V$ such that

$$
\begin{equation*}
a(u, v)=L(v), \quad \forall v \in V \tag{25}
\end{equation*}
$$

(see Lions and Magenes [13]).
We shall approximate the problem (25) by the Galerkin method (see Céa [8]) using the following finite-dimensional subspaces $V_{h}^{m}$ of $V$. We triangulate $\Omega$, i.e., we cover $\bar{\Omega}$ by a finite number of arbitrary triangles such that any two triangles are either disjoint or have a common vertex or a common side. To every triangulation we associate two parameters: $h, \vartheta . h$ is the largest side and $\vartheta$ the smallest angle of all triangles of the given triangulation. In the sequel we assume that as $h \rightarrow 0, \vartheta$ remains bounded away from zero,

$$
\begin{equation*}
\vartheta \geqq \vartheta_{0}>0 . \tag{26}
\end{equation*}
$$

Now $V_{h}^{m}$ is the finite-dimensional subspace of $V$ consisting of all functions which on the triangles of the given triangulation are equal to polynomials $p_{m}(x, y)$ introduced in the preceding section. Every function from $V_{h}^{m}$ belongs to $C^{(m)}(\bar{\Omega})$ and, at the same time, to $W_{2}^{(m+1)}(\Omega)$.

Let us consider the problem of finding $u_{h}^{m}$ such that

$$
\begin{equation*}
a\left(u_{h}^{m}, v\right)=L(v), \quad \forall v \in V_{h}^{m} \tag{27}
\end{equation*}
$$

Theorem 3. Let $n \leqq m+1$. Under the assumptions (23), (24) and (26) there exists
${ }^{7}$ In this and the last section we write $\|\cdot\|_{n}$ instead of $\|\cdot\|_{n, \Omega}$ and $\mid \cdot \|_{n}$ instead of $|\cdot|_{n, \Omega}$.
just one $u_{h}^{m} \in V_{h}^{m}$ satisfying (27) and

$$
\begin{equation*}
\left\|u-u_{h}^{m}\right\|_{n} \rightarrow 0 \quad \text { as } \quad h \rightarrow 0 \tag{28}
\end{equation*}
$$

Proof. It is an immediate consequence of the theorem by Céa about the Galerkin method (see [8, p. 363, Théorème 3.1]) and of Theorem 2 proved in Section 2. We must show that the subspaces $V_{h}^{m}$ have the following property of density: there is a subspace $\tau \subset V$ which is dense in $V$ and a family of linear operators $r_{h}^{m}$ from $v$ into $V_{h}^{m}$ such that

$$
\begin{equation*}
\left\|v-r_{h}^{m} v\right\|_{n} \rightarrow 0, \quad \forall v \in v \quad \text { as } \quad h \rightarrow 0 \tag{29}
\end{equation*}
$$

For $V$ we choose functions from $V$ belonging to $W_{2}^{(k)}(\Omega)$ with $2 m+2 \leqq k \leqq 4 m+2$. As $k \geqq 2 m+2$ it follows by Sobolev's lemma that $v \subset C^{(2 m)}(\bar{\Omega}) . r_{h}^{m} v$ is then the function which on every triangle of the corresponding triangulation is equal to the interpolation polynomial $p_{m}(x, y)$ corresponding to $v(x, y)$. According to (15) and (26) we have

$$
\left\|v-r_{h}^{m} v\right\|_{n, T}^{2} \leqq K_{10} h^{2(k-n)}|v|_{k, T}^{2}
$$

Hence,

$$
\begin{equation*}
\left\|v-r_{h}^{m} v\right\|_{n} \leqq K_{11}|v|_{k} h^{k-n} \tag{30}
\end{equation*}
$$

and (29) follows.
Theorem 3 proves only the convergence of the finite element method. Of course, we did not ask more than that the solution $u$ of the boundary value problem (25) of the $2 n$th order belongs to $W_{2}^{(n)}(\Omega)$. If we suppose more about the smoothness of $u$ we get an asymptotic estimate of the rate of convergence:

Theorem 4. Suppose that the form $a(u, v)$ is Hermitian. Let the assumptions of Theorem 3 hold and let

$$
u(x, y) \in W_{2}^{(k)}(\Omega), \quad 2 m+2 \leqq k \leqq 4 m+2
$$

Then

$$
\begin{equation*}
\left\|u-u_{h}^{m}\right\|_{n} \leqq K|u|_{k} h^{k-n}, \tag{31}
\end{equation*}
$$

where the constant $K$ does not depend on the triangulation and on the solution $u$.
Proof. We use a lemma by Céa [8, p. 365, Proposition 3.1]. According to the inequality 3.14 of this lemma

$$
\left\|u-u_{h}^{m}\right\|_{n} \leqq(M / \alpha)^{1 / 2}\left\|u-r_{h}^{m} u\right\|_{n}
$$

holds. As $u \in W_{2}^{(k)}(\Omega)$ we can set $v=u$ in (30) and the proof is finished.
In case $n=2, m=1,(31)$ gives

$$
\left\|u-u_{h}^{1}\right\|_{2} \leqq K|u|_{k} h^{k-2}, \quad 4 \leqq k \leqq 6
$$

for $u \in W_{2}^{(k)}(\Omega)$. The highest order of accuracy is attained for $k=6$,

$$
\left\|u-u_{h}^{1}\right\|_{2} \leqq K|u|_{6} h^{4}
$$

This result is a generalization of the result of [19] where instead of $|u|_{8}$ the seminorm $M_{6}=\sup _{\Omega}\left|D^{i} u\right|,|i|=6$, is used. In the same way we get for $n=3, m=2$ and $n=4, m=3$ the generalization of the results of [17].
4. Some Special Cases. 1. To get the asymptotic estimate (31) we had to assume a greater smoothness of the solution $u(x, y)$ than that guaranteed by the conditions (23) and (24) which, on the other hand, are sufficient for the uniqueness and existence of $u(x, y)$. In one case we need not impose any additional condition on the smoothness of the solution and yet we obtain an asymptotic error estimate, even in terms of data only. Consider, namely, the Dirichlet problem

$$
\begin{equation*}
L u \equiv-\sum_{i, k=1}^{2} \frac{\partial}{\partial x_{i}}\left(a_{i k} \frac{\partial u}{\partial x_{k}}\right)+a u=f \tag{32}
\end{equation*}
$$

on a convex polygon $\Omega$. Let us assume that

$$
\begin{equation*}
a_{i k}(x, y) \in C^{(0,1)}(\Omega), \quad a(x, y), f(x, y) \in L_{2}(\Omega) \quad(j, k=1,2) \tag{33}
\end{equation*}
$$

that the operator $L u$ is uniformly elliptic,

$$
\sum_{i, k=1}^{2} a_{i k}(x, y) \xi_{j} \xi_{k} \geqq \alpha_{0} \sum_{i=1}^{2} \xi_{i}^{2}, \quad \alpha_{0}>\text { const }>0
$$

and that $a(x, y) \geqq 0$. Then the form $a(u, v)$ corresponding to the above Dirichlet problem,

$$
a(u, v)=\int_{\Omega}\left[\sum_{i, k=1}^{2} a_{i k} \frac{\partial u}{\partial x_{k}} \frac{\partial v}{\partial x_{i}}+a u v\right] d x d y
$$

is $\dot{W}_{2}^{(1)}(\Omega)$-elliptic. According to a theorem of Kadlec [11] the solution $u(x, y)$ belongs to $W_{2}^{(2)}(\Omega)$ and

$$
\begin{equation*}
\|u\|_{2} \leqq C\|f\|_{L_{2}(\Omega)} \tag{34}
\end{equation*}
$$

where the constant $C$ depends only on the coefficients of the operator $L u$ and on the domain $\Omega$. Actually, the result is stated in [11] for the equation

$$
L_{0} u \equiv-\sum_{i, k=1}^{2} \frac{\partial}{\partial x_{i}}\left(a_{i k} \frac{\partial u}{\partial x_{k}}\right)=f .
$$

However, if we write (32) in the form $L_{0} u=-a u+f$ we see that the right-hand side belongs to $L_{2}(\Omega)$. By the theorem of Kadlec

$$
\|u\|_{2} \leqq C\|-a u+f\|_{L_{2}(\Omega)} \leqq C\left(K_{12}\|u\|_{1}+\|f\|_{L_{2}(\Omega)}\right)
$$

As $a(u, u)=(L u, u)_{L_{2}}$ for $u \in W_{2}^{(2)}(\Omega) \cap \stackrel{\circ}{W}_{2}^{(1)}(\Omega)$ it follows from the $\stackrel{\circ}{W}_{2}^{(1)}(\Omega)$-ellipticity of $a(u, v)$ that $\|u\|_{1} \leqq(1 / \alpha)\|f\|_{L_{8}(\Omega)}$. Hence (34) is true. Now the assumptions of Theorem 4 are satisfied ( $n=1, m=0, k=2$ ) and we have the following.

Theorem 5. Let $\Omega$ be a convex polygon and suppose that the real coefficients and the right-hand side of Eq. (32) satisfy (33). Further, let Lu be uniformly elliptic and let $a(x, y) \geqq 0$. Then

$$
\begin{equation*}
\left\|u-u_{h}^{0}\right\|_{1} \leqq C\|f\|_{L_{2}(\Omega)} h \tag{35}
\end{equation*}
$$

where the constant $C$ depends on the coefficients of $L u$ and on the domain $\Omega$ only.
Using an argument similar to that of Nitsche [14] we can obtain the additional result

$$
\begin{equation*}
\left\|u-u_{h}^{0}\right\|_{L_{2}(\Omega)} \leqq C h^{2}\|f\|_{L_{2}(\Omega)} \tag{36}
\end{equation*}
$$

Remark. The estimate of the form (36) is also given in the paper by L. A. Oganesjan, P. A. Ruchovec: 'Investigation of the convergence rate of variational-difference schemes for elliptic second order equations in a two-dimensional domain with a smooth boundary," Ž. Vyčisl. Mat. i Mat. Fiz., v. 9, 1969, 1102-1120. (Russian)

The proof is as follows: Write

$$
\left\|u-u_{h}^{0}\right\|_{0}=\sup _{\psi \in L_{a}(\Omega)} \frac{\left|\left(u-u_{h}^{0}, \psi\right)_{0}\right|}{\|\psi\|_{0}}
$$

Now let $\phi$ satisfy

$$
a(v, \phi)=(v, \psi)_{0}, \quad \forall v \in \stackrel{\circ}{W}_{2}^{(1)}(\Omega)
$$

Then, as in (34), we have $\|\phi\|_{2} \leqq C\|\psi\|_{0}$. Hence,

$$
\begin{equation*}
\left\|u-u_{h}^{0}\right\|_{0} \leqq C \sup \left|a\left(u-u_{h}^{0}, \phi\right)\right| /\|\phi\|_{2} . \tag{37}
\end{equation*}
$$

But

$$
a\left(u-u_{h}^{0}, \phi\right)=a\left(u-u_{h}^{0}, \phi-\phi\right), \quad \forall \Phi \in V_{h}^{0}
$$

Hence,

$$
\begin{equation*}
\left|a\left(u-u_{h}^{0}, \phi\right)\right| \leqq M\left\|u-u_{h}^{0}\right\|_{1}\|\phi-\bar{\phi}\|_{1} . \tag{38}
\end{equation*}
$$

Choose $\bar{\phi}$ such that

$$
\begin{equation*}
\|\phi-\bar{\phi}\|_{1} \leqq K_{13}\|\phi\|_{2} h . \tag{39}
\end{equation*}
$$

Then (37), (38) and (39) imply

$$
\left\|u-u_{h}^{0}\right\|_{0} \leqq K_{14} h\left\|u-u_{h}^{0}\right\|_{1}
$$

This together with Theorem 5 yields the result.
2. In [19] there was also introduced a cubic polynomial $p(x, y)$ determined by ten values

$$
p\left(P_{i}\right), \quad \partial p\left(P_{i}\right) / \partial x, \quad \partial p\left(P_{i}\right) / \partial y, \quad p\left(P_{0}\right), \quad j=1,2,3 .
$$

This element can be used for solving second-order boundary value problems. It is easy to show, in the same way as Theorem 2 was proved, that

$$
\|u-p\|_{n, T} \leqq \frac{K}{(\sin \alpha)^{n}} c^{k-n}|u|_{k, T}, \quad k=3,4, \quad n \leqq k
$$

if $u \in W_{2}^{(k)}(T)$. For the corresponding finite element procedure (again under the assumptions (23), (24) and (26)) it follows first that it converges in the $\|\cdot\|_{1}$ norm, and secondly that

$$
\left\|u-u_{h}\right\|_{1} \leqq K|u|_{k} h^{k-1}, \quad k=3,4
$$

if $u \in W_{2}^{(k)}(\Omega)$. For $k=4$ this result is a generalization of the estimate (13) in [19].
3. The polynomial $p_{1}(x, y)$ is a 21 -degree-of-freedom element. However, the values $\partial p_{1}\left(Q_{i}^{(1,1)}\right) / \partial \nu_{i}(j=1,2,3)$ are not necessary in applications. Bell proposed in [3] (also Goël in [10]) an 18-degree-of-freedom element and applied it to bending of thin plates. We get it from $p_{1}(x, y)$ if we eliminate the three above mentioned values by imposing on $p_{1}(x, y)$ the condition that $\partial p_{1} / \partial \nu_{i}(j=1,2,3)$ be cubic
polynomials on the corresponding sides of $T$. In general, $\partial p_{1} / \partial \nu_{i}$ is a polynomial of the fourth degree in one variable on the side $l_{i}$ of $T$ and it is easy to see that the above condition determines uniquely the values $\partial p_{1}\left(Q_{i}^{(1,1)}\right) / \partial \nu_{i}$ as linear combinations of the remaining 18 values

$$
D^{i} p_{1}\left(P_{i}\right), \quad j=1,2,3, \quad|i| \leqq 2 .
$$

We denote this 18 -degree-of-freedom element by $q(x, y)$. If we inspect the proof of Theorem 2, we easily find out that an estimate corresponding to (18) is again true in case of the element $q(x, y)$ and that the only change is that the functional $F$ vanishes for polynomials of the degree less than 5 , whereas, in case of $p_{1}(x, y)$ it vanishes for polynomials of the degree less than 6 . We have

$$
\|u-q\|_{n, T} \leqq \frac{K}{(\sin \alpha)^{n}} c^{k-n}|u|_{k, T}, \quad n=1,2, \quad k=4,5
$$

if $u \in W_{2}^{(k)}(T)$. For the corresponding finite element procedure (again under the assumptions (23), (24) and (26)), it follows first that it converges in the norm $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$, respectively, and secondly that

$$
\left\|u-u_{h}\right\|_{n} \leqq K|u|_{k} h^{k-n}, \quad n=1,2, \quad k=4,5
$$

if $u \in W_{2}^{(k)}(\Omega)$. Thus, for bending of thin plates the highest order of accuracy is the third order.

Similarly one can generalize the results of [20] where, by eliminating the value $p\left(P_{0}\right)$ from the cubic element $p(x, y)$, there was constructed a 9 -degree-of-freedom element.
4. For practical applications it is desirable (see [20, p. 395]) that as many parameters determining the polynomials as possible are prescribed at the vertices only. In [12] it is remarked that in the case of polynomials of degree $4 m+1$ and $4 m+3$ (see footnore 2) the parameters prescribed on the sides of the triangle can be eliminated by imposing on the polynomials the condition that the normal derivatives of the $k$ th order be polynomials of degree $n-2 k$ along the sides of the triangle. For the corresponding finite element procedure one can easily prove that

$$
\| u-\left.u_{h}\right|_{n} \leqq K|u|_{k} h^{k-n}
$$

for $2 m+2 \leqq k \leqq 3 m+2$ and $2 m+3 \leqq k \leqq 3 m+4$, respectively, if $n \leqq m+$ 1 and $u \in W_{2}^{(k)}(\Omega)$.

It is also possible to eliminate the parameters prescribed at the center of gravity by imposing some restrictions on the polynomials. However, in this case a better practical way is to retain them and to use the method of condensation of internal parameters (see [21] or [22]).
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